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ABSTRACT 

The internet is the primary source of infertility-related information for most people who are experiencing fertility issues. Although 
no longer shrouded in stigma, the privacy of interacting only with a computer provides a sense of safety when engaging with 
sensitive content and allows for diverse and geographically dispersed communities to connect and share their experiences. It also 
provides businesses with a virtual marketplace for their products. The introduction of ChatGPT, a conversational language model 
developed by OpenAI to understand and generate human-like text in response to user input, in November 2022, and other emerging 
generative artificial intelligence (AI) language models, has changed and will continue to change the way we interact with large vol
umes of digital information. When it comes to its application in health information seeking, specifically in relation to fertility in this 
case, is ChatGPT a friend or foe in helping people make well-informed decisions? Furthermore, if deemed useful, how can we ensure 
this technology supports fertility-related decision-making? After conducting a study into the quality of the information provided by 
ChatGPT to people seeking information on fertility, we explore the potential benefits and pitfalls of using generative AI as a tool to 
support decision-making.
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Introduction
Most people use the internet as a source of health information 
(Jia et al., 2021). For those who use the internet for infertility- 
related knowledge and support, the information captured in 
online searches does not always meet their needs, particularly 
people who report feeling highly stressed or experiencing depres
sive symptoms (Brochu et al., 2019). Perhaps unsurprisingly, 
audits of infertility clinic websites have shown that they often 
feature inaccurate or incomplete information (Beilby et al., 2020; 
Copp et al., 2021; Lensen et al., 2021), and further to this, they 
might not be designed to meet the needs of a diverse population. 
The ‘infertile’ community is broad and encompasses persons pre
senting with clear pathologies resulting in infertility, individuals 
who are sub-fertile due to age, fertile people in same-sex rela
tionships and single individuals ready to start a family, people 
with unexplained infertility, and people who seek fertility preser
vation. Of these groups, people with unexplained infertility who 
want to know what their options are, people who contemplate 
using one of the many ART add-ons offered by clinics, and 
women contemplating freezing their eggs to avoid age-related in
fertility may struggle to find independent and evidence-based in
formation to guide their ART treatment-related decisions. For 
these groups, treatment is one option, but there may be more fi
nancially, psychologically, or logistically feasible alternatives 
that clinic websites do not mention. In part, this is explained by 
the private funding model for ART services that makes the 

internet a magnet for both business-to-business and business-to- 
consumer advertising which can make up the bulk of the avail
able online content. Additionally, the growing number of social 
media communities that, while useful in broadcasting and shar
ing lived experiences of infertility treatment (Sormunen et al., 
2020), remain unmoderated and sometimes provide misleading 
or confusing narratives that lack scientific rigour and are not 
generally applicable.

Generative Pre-trained Transformer (GPT) models, a version of 
machine learning used for natural language processing (NLP) 
tasks such as questions-answers, has provided a new means for 
the public to engage with online information outside of the tradi
tional ‘Google’ search. ChatGPT3, an NLP ‘chatbot’, became avail
able in November 2022 via OpenAI and is now widely accessible, 
with a user subscription rate surpassing the previous record set 
by social media platform TikTok (Cheng, 2023). While this has en
abled developers to create increasingly sophisticated conversa
tional artificial intelligence (AI) systems, questions remain on 
how this technology can be responsibly integrated into the multi
tude of areas in society. In the context of medicine, the use of AI 
to provide accurate and contextual information without a profes
sional’s moderation is currently under scrutiny.

The use of ChatGPT in healthcare was recently described as 
a valuable tool for the industry, albeit one with limitations, 
which include accuracy of information and bias captured 
through training data (Biswas, 2023). ChatGPT works in a similar 
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way to predictive text, placing words in order of their most proba
ble place in a sentence and can be thought of as a ‘mean’ of the 
data used in its training. As such, the most accurate answers it 
will provide relate to the most dogmatic or consistent messaging 
used during the training process, which includes human modera
tion, albeit in a currently non-transparent way (Hacker et al., 
2023). Where digital content is inconsistent, or controversial, a 
variety of responses may be generated, sometimes capturing 
multiple aspects of an argument, but sometimes summarizing a 
dominant view. Furthermore, the structure of the prompt that 
the AI model receives will influence the information produced. 
Anthony Robbins has told us that the quality of your life is deter
mined by the quality of the questions you ask, and generative AI 
might be a prime example of this self-help insight (Robbins, 
2012). While neither author of this article has read Robbins’ book, 
it has indeed been shown that a well-engineered prompt can in
fluence the correctness of ChatGPT’s response (Wang et al., 2023; 
Zuccon and Koopman, 2023), but more on this later.

The quality of traditional sources of online 
information about fertility
Research shows that the quality of the information provided on 
many fertility clinic websites is poor, suggesting that patients are 
not receiving the information they need to make well-informed 
decisions (Marriott et al., 2008; Avraham et al., 2014; Beilby et al., 
2020; Lensen et al., 2021). Furthermore, the sources of informa
tion that are used most frequently, primarily via the internet due 
to its accessibility, are not always the most trusted sources. 
Patients surveyed in a recently published study found the large 
volumes of online material daunting and untrustworthy, particu
larly in comparison to consulting with an expert fertility profes
sional (Grace et al., 2023). In the same study, social media was 
perceived as the least trustworthy of online sources. Although 
online social communities and networks are seen as safe and 
convenient, they can also promote a herd mentality and cause 
negative collective emotions, and concerns have been raised 
about credibility, confidentiality, and dissemination of misinfor
mation through online peer support (Lin and Shorey, 2023). 
Nevertheless, patients find online information curated by fertility 
clinics and social media accounts supportive in their fertility 
making decisions (Jones et al., 2020), the information likely 
regarded as general in nature and aimed at helping people navi
gate routes to care rather than an alternative to the need for a 
medical consultation.

The quality of fertility information generated 
by ChatGPT
Given the documented poor quality of information on clinic web
sites and social media, in early 2023 we asked the question: what 
is the quality of the information provided by ChatGPT in relation 
to fertility and infertility treatment? We devised 10 prompts that 
mirrored common infertility patient questions (Beilby and 
Hammarberg, 2023). The prompts were designed to elicit varying 
degrees of potential commercial bias or scientific controversy in 
the responses. For example, three questions asked about broadly 
accepted facts about fertility, while others asked about contested 
topics such as anti-mullerian hormone testing, elective egg freez
ing, and when to stop fertility treatment. The chatbot handled 
the questions well. Using a scoring matrix, two independent 
experts assessed the accuracy of the text generated by ChatGPT 
and found 5/10 answers to be of high quality, and 4 to be of 

medium quality. The only response that scored as ‘poor’ quality 
and displaying evidence of both commercial bias and controver
sial claims related to a broad prompt about IVF add-ons.

In a study with a similar research question, ChatGPT was used 
to answer common Centre for Disease Control and Prevention 
(CDC) questions on infertility, complete two fertility-related pa
tient surveys, and fill in the missing information in seven 
American Society of Reproductive Medicine (ASRM) consensus 
statements. Again, the chatbot was reported to perform well in 
all three domains, meaning that answers were generally on par 
with reference data or pre-defined responses (Chervenak et al., 
2023). The major issues raised by the authors were the use of 
persuasive prose and recommendations to talk to a general 
practitioner which may mask inaccurate or untrustworthy infor
mation; the lack of source referencing and incorrect referencing; 
and ChatGPT’s good but not perfect responses with unreliability 
at unpredictable times which can put human users into an 
‘uncanny valley’, a phenomenon that arises when a machine or 
computer-generated image so closely resembles a human that it 
makes some people feel unsettled or disturbed (Reichardt, 1978). 
This discomfort can then potentially compete with feelings of 
trust or reliability that are crucial in the context of health infor
mation to support decision-making. Additionally, ‘hallucinations’ 
may occur in AI-derived information with the generation of 
seemingly sensical text, but which has incorrect, inaccurate, or 
non-sensical meaning within a certain context (Ji et al., 2023). 
These are thought to be caused by ‘noisy’ data, erroneous 
parametric knowledge, incorrect attention mechanism, and inap
propriate training strategies. Most methods to mitigate halluci
nations either aim to reduce dataset noise or alleviate selection 
bias in data sources used for training.

The information used to train ChatGPT is not known to the 
public. All we know is that a very large volume of non-disclosed 
online material was used, 570 gigabytes to be precise (Cascella 
et al., 2023) and that human moderation is applied in, again, a 
non-disclosed fashion. This leads to two possible reasons for the 
poor-quality response seen by Beilby and Hammarberg (2023), or 
the imperfect responses seen by Chervenak et al. (2023). The first, 
that the training data contains poor-quality and/or outdated in
formation regarding IVF add-ons or infertility. The second, that 
the response scored as poor quality due to the engineering of the 
prompt, in this case being a basic, zero shot prompt (a single 
question with no context given on what the user requires from 
the answer) that included broad terminology (‘What IVF add-ons 
will help me get pregnant?’). This type of prompt resembles a 
classic Google search, only without the transparency of the 
Google search which allows the user to curate their answer using 
prior knowledge, quality assessment, and a pre-conceived idea of 
what they are looking for. However, this method of information 
gathering is vastly more time consuming than using ChatGPT 
and is far from free of bias.

ChatGPT vs Google as a tool for seeking facts
According to a recent study in post-operative medicine, when in
formation provided by ChatGPT was compared to post-operative 
hospital instructions and the top hits from a traditional Google 
search, it performed either in a similar or superior way to Google, 
yet second best to institutionally prepared information (Ayoub 
et al., 2023). In this instance, it may be that information can be 
well curated by generative AI and provide a rounded summary of 
a larger data set, assuming the training data is up-to-date and 
relatively coherent. Furthermore, in the study conducted by the 
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authors of this article, it was evident that ChatGPT used informa
tion from multiple areas of healthcare, intricately weaved to
gether to provide a nuanced and holistic answer to several of the 
fertility-related prompts, which would have required multiple 
Google searches to obtain. However, where information is lack
ing, such in the case of add-on treatments, ChatGPT training 
data may skew responses towards positive accounts on clinic 
websites, social media, or business-to-business marketing. Also, 
information needs are highly dependent on individual circum
stances. A heterosexual woman with a partner who is experienc
ing male-factor infertility will need different information to a gay 
couple or a single person looking for options to have a child. By 
building this information into the generative AI prompt, a more 
nuanced answer may better serve the unique end user. This 
could make it more like the care provided by a fertility specialist 
who, in addition to being a source of information, can provide nu
anced and personalized care to their patients beyond the limits 
of an algorithm.

Irrespective of their circumstances and the source of informa
tion they use, people looking for fertility-related information 
need and deserve evidence-based, transparent, and accurate in
formation. Considering the limitations of the information pro
vided by the fertility industry and the internet, with more 
sophisticated training and transparency around the data that is 
used in training, ChatGPT might be a welcome addition to the 
sources of information people can draw from when they want in
formation about fertility options. We were certainly surprised 
about the levels of nuance in the answers retrieved in our study 
that recommended people consider options outside of fertility 
treatment and take into account their financial and psychologi
cal well-being alongside treatment success. In this instance, it is 
interesting to ponder not only the depth of information that gen
erative AI can draw from but also the breadth of information. 
While fertility specialists can bring a wealth of experience about 
the psychological and financial implications of treatment into 
conversations with their patients, counselling and financial ad
vice are not their core specialty. In this unique pocket of medi
cine, the high cost of a commercial service (in many countries), 
and the psychological concerns and burdens of treatment are 
also important in advising people about their ART options 
(Duthie et al., 2017).

Is Dr ChatGPT qualified to practice?
ChatGPT is passing exams meant for human qualification, which 
gives us some indication of its ability to retrieve information and 
apply it in the right context. Its recently published successes be
ing a passing score for a third-year medical exam (Gilson et al., 
2023) and a low but passing grade in four legal course exams 
(Choi et al., 2023). Perhaps more importantly, monitoring updated 
versions of ChatGPT has shown a vast improvement in perfor
mance from initially poor metrics collected, with a near fail every 
time using ChatGPT3, to quite convincing passing grades using 
ChatGPT4 (Newton and Xiromeriti, 2023). Using the most ad
vanced version of the chatbot resulted in a score of 90.5% in a 
dermatology exam, the preceding version scoring only 63.1%, 
which is a significant improvement in performance in a very 
short period (Passby et al., 2023).

However, can ChatGPT be considered ‘qualified’ enough to 
provide accurate and trustworthy information to patients, in a 
consistent manner? According to the NLP itself, no. In an inter
view between ChatGPT and David Asch published in the New 
England Journal of Medicine, it has positioned itself very carefully 

on the sideline of caring professions where there is no substitute 
for the human touch, but plenty of scope for support through the 
sifting of big data sets to provide answers for medical inquiries 
including diagnoses and treatment plans (Asch, 2023). The inter
viewer, while impressed with the language used, expressed con
cerns regarding the concepts of big data amplifying both 
efficiencies and inefficiencies, a sentiment famously coined by 
Bill Gates.

David Sable followed suit with his specific interrogation of 
ChatGPT within fertility care, asking it to provide a specific treat
ment plan for a case involving tubal infertility and hormonal 
stimulation (Sable, 2023). Overall, the plan was not terrible, but 
some misinformation was obvious to those with a clinical and/or 
scientific background in reproductive medicine. This could po
tentially be linked to the type of prompt used in the questioning, 
where in this case a rather large amount of information was pro
vided to the chatbot for context. A recent study has uncovered 
that when a simple prompt is used where ChatGPT needs to rely 
solely on its training data, it has an 80% accuracy rate, much like 
what was seen in the study conducted by the authors of this arti
cle. However, if there is information within the prompt that sug
gests what is being anticipated by the prompt itself, ChatGPT 
integrates some of this information and this alters the response 
it provides. When this was measured, the accuracy of the answer 
dropped to 64% (Zuccon and Koopman, 2023).

Finally, the issue of data referencing or making sure that in
formation generated can be attributable to identified sources is 
at the forefront of concerns, particularly in the fields of science, 
medicine, and education. When ChatGPT generates responses, it 
does not retain a history of the conversation beyond a certain to
ken limit (typically a few previous turns of conversation). This 
makes it challenging for the model to provide consistent referen
ces to prior information in a conversation. Additionally, the mod
el’s responses are generated based on patterns learned from its 
training data and the current context of the conversation, rather 
than from an understanding of the information’s true source. 
Correct attribution will be a critical requirement to improve the 
quality, interpretability, and trustworthiness of information that 
is generated by natural language processing (NLM) such as 
ChatGPT and attempts to achieve this are underway (Rashkin 
et al., 2021).

Conclusion
Generative AI language models, like ChatGPT, are the latest tools 
for gathering digital information to inform health decision- 
making. In a world where digital data is created at an astounding 
rate, this tool may provide a vital means by which humans can 
access and comprehend such vast volumes of information. 
Compared to the current standard of the ‘Google search’, studies 
are starting to emerge that demonstrate the freely availably ver
sions of generative AI to be a faster and equally accurate means 
of gaining an answer to a straightforward question. Furthermore, 
the chatbot has been shown to equalize user search performance 
across different education levels promoting equity of access to 
the broad range of health literacy capabilities that exist within 
the general population (Xu et al., 2023). Some have argued that in
stead of falling into the ‘hype’ of ChatGPT, healthcare providers 
should invest in the generation of their own models using the 
emerging technology (Li et al., 2023) and trusted data, a sentiment 
the authors of this article support. Learning how ChatGPT func
tions and understanding the power of effective prompting will 
enable users to gain the best that this tool has to offer as it may 
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very well produce information that helps people make informed 

decisions about their reproductive health and fertility. However, 

as we all learn how to manage and hopefully benefit from the 

new world of AI information generation, we also need to be 

aware of and tackle the common ethical concerns about this 

technology including privacy, trust, accountability and responsi

bility, and bias (Murphy et al., 2021). Healthcare professionals 

have an edge here when compared to ChatGPT, their training 

and practice making them well versed in the delivery of best 

practice care, something reserved for sentient beings, at least 

for now.
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